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* Prediction and analysis of molecular structures
e Support by sophisticated tools and methods
* Numerous applications, e.g.

* Materials science

* Drug design
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* Data intensive and compute intensive

e Structure databases,
e.g., ZINC with ~20 mio structures

e Sensitive and ,,expensive” data
 Distributed data management available
* DCIs (Distributed Computing Infrastructures) available

Why do researchers not use the distributed environments
on a large scale?
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* Usability of tools often limited
* Complexity of methods
* Lack of graphical user interfaces
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* Usability of tools often limited

* Complexity of methods
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 Workflows

a sequence of connected steps in a defined order
based on their control and data dependencies

Slide copied from: Stuart Owen ,Workflows with Taverna“
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e Complexity of infrastructures
e Users are generally not IT specialists
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» Usability of tools often limited

* Complexity of methods

 Lack of graphical user interfaces

* Workflows

* Complexity of infrastructures

e Users are generally not IT specialists

= User interfaces need to be intuitive and self-
explanatory

[ ]
= Science gateways
MoSGrid — Molecular Simulations in a Distributed Environment
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“A Science Gateway is a community-developed set
of tools, applications, and data that is integrated via
a portal or a suite of applications, usually in a
graphical user interface, that is further customized

to meet the needs of a specific community.”
TeraGrid/XSEDE

BALLView 1.4

Community e - o5 " -
- eeses — & Gaussian

f S GROMACS! =

XTREEMFS_.-”“

Settings:  Onlne Friends (0) .::
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Usability of software and data

"After all, usability really just means Steve 'Krug‘%*
that making sure that something y
works well: that a person ... can use DON T
the thing - whether it's a Web site, a
fighter jet, or a revolving door - for its
intended purpose without getting

hopelessly frustrated." K G i A O
(Steve Krug in “Don't make me think!: A

Common Sense Approach to Web Usability”,
2005)

MAKE
ME

Sandra Gesing MoSGrid — Molecular Simulations in a Distributed Environment



MoSGrid

Molecular Simulation Grid

e Science gateway integrated with underlying
compute and data management infrastructure

 Distributed workflow management

* Data repository

* Open source

Sandra Gesing

Molecular Simulation Grid

Molecular Simulation Grid

== Certificate based login

To login using your grid
certificate, ensure that it is
installed in your web browser.

Make sure, you are using the !
same email address for your
MoSGrid account as you provided for

your certificate generation. You can try to login
by clicking the certificate symbol.

If you return to this page, either your certificate is
invalid or not properly installed in your web
browser, or your registered email address doesnt
match any in your certificate.

For additional information visit our Cerificate
tutorial.
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Partners

Help

== First Steps

A personal account is needed to be able to log into the MoSGrid portal.

-L Click on "Create Account’, and fill out the form. It is recommended to use your official
email address, that must be used later for the certificate application.

The password will be displayed and mailed to you. You can now login. Please change
the password to one you chose.

2. Inorder to get access to data and workflows and to performing molecular
simulations through the MoSGrid portal your account needs to be unlocked. To
unlock your account please write a short note to contacti@mosgrid.de. Please include
the email address you entered during the account creation process.
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Molecular Simulation Grid

 Distributed workflow management
* Data repository

Survey of willingness to share knowledge in the
community

= 90% share workflows

= 70% share results after publication
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Portal
—> WS-PGRADE
Workflow
Structure Result
7 7 7 High-level
) ) middleware

. service level
f [ ce |

Distributed $
file B o
system —_— ™ P o DCls
XtreemFs o o UNICORE 6
Data repositories Result o 6
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grid User Support Environment

User Interface

WS-PGRADE
\ [
Workflow Application Information High-Level
storage repository system g Middleware

_\ | Service Layer
Workflow {m L gUSE
engine | . .

DCI Resources
Middleware Layer
UNICORE 6
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 XtreemFS is an object-based grid and cloud filesystem

* Replication for availability, locality, bandwidth, and
latency

metadata Metadata and Replica

* Easy integrationin
Catalog (MRC)

h ete roge n O u S metadata operations
e n Vi ro n m e n tS _Lb 7 l open(README. txt)

INPUT.dat
H 1365 MB XtreemFS Q
* UNICORE extension N Sient
e. 08 % Be~g8 B " |oonnooioio11110101
with URL scheme e ,;?;;g;_g;;;g

-!9100001999_ ﬁ 1110010100010100001000
101 110

110 001>_ﬁ 1011010111011010101001
01010000100 | ﬁ 11100101101010100001000
Objects parallel data transfer

' Object Storage
file content Devices (OSDs)

xtreemfs:// available

Sandra Gesing MoSGrid — Molecular Simulations in a Distributed Environment



()~ edinburgh

D a ta Re p O S it O ry data-intensive

O~ research

* Repository consists of data and metadata storage

* MSML (Molecular Simulation Mark-up Language)

* Subset and extension of CML
(Chemical Mark-up Language)

* Unified data representation

e Used for storing structures of molecules and
macromolecules, simulation descriptions, and
results

e Parsers and adapters used for conversions to and
from MSML
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* First step in workflows: MSML to application
specific input

* Results are computed

e Qutput converted to MSML

* Last step in workflows: MSML to JSON metadata
(metadata extractor in UNICORE)

* JSON indexed for searchable results by UNICORE
and LUCENE (text search engine API)

Repository convert convert to
from MSML N\ MSML | |N Cé&RE
> ﬁ '''''
|7 and index |
XTREEMFS.:{%-SE-'
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e ) Add ¥ o Manage ¥ v Toggle Edit Controls & Goto ¥ Admin Portal ( sign out)
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Graph Editor - [gromacs] Mode - Edit
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[Job /O] | [JDL/RSL] | [Histary]

unicore v L0
flavus.informatik.uni-tuebingen.de:8090 v
Bash shell 3.1.16 v

genparser.sh ProteinPrci t L
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?/ ?/

[Job 1/O] || [JDL/RSL] | [History]

PDBCutter 1 0 0

“ModelCreator 100 N
MolCombine 1.0.0
MolDepict 1.0.0
MolFilter 1.0.0
MolPredictor 1.0.0

nwchermn 6.1
\ obabel (OpenBabel) 2.3.1
PartialChargesCopy 1.0.0
ndb2gmx 4.5.5
PDBDownload 1.0.0
Perl 588
PocketDetector 1.0.0
POVRay 3.5
Predictor 1.0.0
PropertyModifier 1.0.0
—————————— PropertyPlotter 1.0.0
ProteinCheck 1.0.0

ProteinProtonator 1.0.0
Python Scrint 24 2 M
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[Job Executable] | [JDL/RSL] | [History]

xtreemfs: !ftestfgenparser jar

Port Number:1  Port Name: startscript
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Molecular Dynamics

e Study and simulation of molecular motion

Quantum Chemistry

e Study and simulation of molecular electronic
behavior relative to their chemical reactivity

Docking

* Main focus on evaluation of ligand-receptor
interactions (e.g., for drug design)
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Molecular Dynamics Simulation Portlet F -+ X

Molecular Dynamics Simulation Portlet
Jmol x

»,

Welcome = Workflow Submission | Workflol

J

Get workflow status

Workflows list

NAME \ [
~ birke/2011-14-1/11:59:42/EQ ¢
-~ birke/2011-14-1/12:15:31/SIN| p
~ birke/2011-14-1/12:19:28/EQ 1
~ birke/2011-14-1/12:52:56/EQ 4

- ]
. jki2011-14-1/13:41:38/EQ_Gr: i

https:/lunicore6-bisgrid uni-padersomdei ]
list files Abort workflow Des
Jmo! e

Files to get:
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QC Portlet

Quantum C

Job View | Results View

fetchirefresh file list

Workflow Results

FILENAME DOWNLOAD FILE
t6.log Download
t7.log Download
Recipe
t6-thermo.ba Download
t7-freq.csv
t7-thermo iy 4 1 ]
5 (3 0
t6-freq.csv 6 1 0
7 (] 0
8 1 0
9 6 0
10 1 0
- 11 ¢ 0
Extra Files | 12 1 0
FILENAME |
Distance matrix
X 2
3 G 0.000000
2 H 1.087570 0.000000
3 C 1.402719 2.162403
4 H 2.162409 2.490292
5 C 2.429582 3.415017
E H 3.415025 4.31331¢6
7 C 2.805440 3.893010
8 H 3.893010 4.980580
S C 2.429582 3.415017
Resi 10 H 3.415025 4.31331¢6
11 C 1.402719 2.162403

edinburgh
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research

e Mozilla Firefox

Datei Bearbeiten Ansicht Chronik Lesezeichen Extras Hilfe
R ‘s\

fi5 Meistbesuchte Se...v [@|Erste Schritte [5] Aktuelle Nachrich... v »

2 @ ‘ ©| | http://localhost:8 V‘

’ © http:,','Iocalhost:...467/result,ft6.log1 G v

Jmol -

41 <%+ Jmol script terminated @ 501x562 S) w

805438 3.89301¢ 2.425580
893016 4,980585 3.415023
2.805438

) W ww k= k= o
o

429580 3.415023

W
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Docking Por Docking-Portlet

Import = St
= ekore Momtoring Debug

select . Workflows: 1EVE/ STATUS: FINISHED / selectet
elect an i
ATOM 1 N SERA 1320400625949recH.pdb
» TEST20111025 ATOM 2
Import i .
» TEST20111025 s ’
Standz ATOM 4
¥ 1EVE
- ATOM 5
Docking — 6
Please fill .
results.sorted sdf
PDBC
\
PDB M :
Model i
15
V| Chai 16
Chai ATOM 17 !
ATOM 18
Chainn ATOM 19
A ATOM 20
ATOM 21
Name ¢ ATOM 22
GNT ATOM 23
ATOM 24
Protein e
L9
26
ATOM 27 HGl GLU A
ATOM 28 HGZGLUA 5 =T.010 86.637 39.078 1.00 0.00 H
Update Delete Download View in Jmol
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Built by 17 institutes and companies
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Used by 125 user groups in 16 countries
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Currently supports

Bi—5Gg
Al § -
i
M@I{

* 65 workflows in repositories  Z=1%:
* 90 applications 322

* 85 GB data in central repository
e ~50,000 structures (1 —5 GB)
In user repositories

W nwekem A GROMACSH =

Gaussian

CADDSuite
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MoSGrid ended 31.12.2012 but partners participate in

SCI-BUS (SClentific gateway Based User Support)

 EU project 01.10.2011 - 30.09.2014

e Extension of the MoSGrid portal with an interactive
molecule editor based on WebGL and a semantic search

ER-flow (Building an European Research Community
through Interoperable Workflows and Data)

* EU project 01.10.2012 —30.09.2014

* |Integration of applications in SHIWA simulation platform
e Study of data exchange between workflow systems

e Community management
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