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• Prediction and analysis of molecular structures

• Support by sophisticated tools and methods

• Numerous applications, e.g. 

• Materials science

• Drug design
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• Data intensive and compute intensive

• Structure databases, 
e.g., ZINC with ~20 mio structures

• Sensitive and „expensive“ data

• Distributed data management available

• DCIs (Distributed Computing Infrastructures) available

Why do researchers not use the distributed environments
on a large scale?
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• Usability of tools often limited

• Complexity of methods

• Lack of graphical user interfaces
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• Complexity of methods

• Lack of graphical user interfaces

• Workflows

a sequence of connected steps in a defined order 
based on their control and data dependencies

Slide copied from: Stuart Owen „Workflows with Taverna“
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• Usability of tools often limited

• Complexity of methods

• Lack of graphical user interfaces

• Workflows

a sequence of connected steps in a defined order 
based on their control and data dependencies

12181 acatttctac caacagtgga tgaggttgtt ggtctatgtt ctcaccaaat ttggtgttgt
12241 cagtctttta aattttaacc tttagagaag agtcatacag tcaatagcct tttttagctt
12301 gaccatccta atagatacac agtggtgtct cactgtgatt ttaatttgca ttttcctgct
12361 gactaattat gttgagcttg ttaccattta gacaacttca ttagagaagt gtctaatatt
12421 taggtgactt gcctgttttt ttttaattgg gatcttaatt tttttaaatt attgatttgt
12481 aggagctatt tatatattct ggatacaagt tctttatcag atacacagtt tgtgactatt
12541 ttcttataag tctgtggttt ttatattaat gtttttattg atgactgttt tttacaattg
12601 tggttaagta tacatgacat aaaacggatt atcttaacca ttttaaaatg taaaattcga
12661 tggcattaag tacatccaca atattgtgca actatcacca ctatcatact ccaaaagggc
12721 atccaatacc cattaagctg tcactcccca atctcccatt ttcccacccc tgacaatcaa
12781 taacccattt tctgtctcta tggatttgcc tgttctggat attcatatta atagaatcaa

Slide copied from: Stuart Owen „Workflows with Taverna“
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• Usability of tools often limited

• Complexity of methods

• Lack of graphical user interfaces

• Workflows

• Complexity of infrastructures

• Users are generally not IT specialists
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• Usability of tools often limited

• Complexity of methods

• Lack of graphical user interfaces

• Workflows

• Complexity of infrastructures

• Users are generally not IT specialists

⇒ User interfaces need to be intuitive and self-
explanatory

⇒ Science gateways
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Community

“A Science Gateway is a community-developed set 
of tools, applications, and data that is integrated via 
a portal or a suite of applications, usually in a 
graphical user interface, that is further customized 
to meet the needs of a specific community.”

TeraGrid/XSEDE

Gaussian
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Usability of software and data

"After all, usability really just means 
that making sure that something 
works well: that a person … can use 
the thing - whether it's a Web site, a 
fighter jet, or a revolving door - for its 
intended purpose without getting 
hopelessly frustrated."
(Steve Krug in “Don't make me think!: A 
Common Sense Approach to Web Usability”, 
2005)
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Molecular Simulation Grid
• Science gateway integrated with underlying 

compute and data management infrastructure  
• Distributed workflow management
• Data repository
• Open source
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Molecular Simulation Grid
• Science gateway integrated with underlying compute 

and data management infrastructure  
• Distributed workflow management
• Data repository
• Open source

Survey of willingness to share knowledge in the 
community
⇒ 90% share workflows 
⇒ 70% share results after publication
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User Interface
WS-PGRADE

DCI Resources 
Middleware Layer

UNICORE 6

High-Level 
Middleware 
Service Layer

gUSE

grid User Support Environment
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• XtreemFS is an object-based grid and cloud filesystem

• Replication for availability, locality, bandwidth, and 
latency

• Easy integration in 
heterogenous
environments

• UNICORE extension
with URL scheme
xtreemfs:// available
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• Repository consists of data and metadata storage
• MSML (Molecular Simulation Mark-up Language)
• Subset and extension of CML 

(Chemical Mark-up Language)
• Unified data representation
• Used for storing structures of molecules and 

macromolecules, simulation descriptions, and 
results

• Parsers and adapters used for conversions to and 
from MSML
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• First step in workflows: MSML to application 
specific input

• Results are computed
• Output converted to MSML
• Last step in workflows: MSML to JSON metadata

(metadata extractor in UNICORE)
• JSON indexed for searchable results by UNICORE 

and LUCENE (text search engine API)

Repository convert 
from MSML

convert to 
MSML

and index
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Remote File Configuration
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Domain-specific Workflows 
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Molecular Dynamics
• Study and simulation of molecular motion
Quantum Chemistry
• Study and simulation of molecular electronic 

behavior relative to their chemical reactivity
Docking
• Main focus on evaluation of ligand-receptor 

interactions (e.g., for drug design)
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Docking Portlet
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Built by 17 institutes and companies
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Used by 125 user groups in 16 countries
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The MoSGrid Science Gateway
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AutoDock Vina

Gaussian

FlexX

CADDSuite

Currently supports 
• 65 workflows in repositories
• 90 applications
• 85 GB data in central repository
• ~50,000 structures (1 – 5 GB) 

in user repositories 
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MoSGrid ended 31.12.2012 but partners participate in

SCI-BUS (SCIentific gateway Based User Support)
• EU project 01.10.2011 – 30.09.2014
• Extension of the MoSGrid portal with an interactive

molecule editor based on WebGL and a semantic search

ER-flow (Building an European Research Community 
through Interoperable Workflows and Data)
• EU project 01.10.2012 – 30.09.2014
• Integration of applications in SHIWA simulation platform
• Study of data exchange between workflow systems
• Community management
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